
模型架構

1. 混合式雙向光跡追蹤部分
本模型以 C 語言為核心，結合 OpenGL、

GLAD、FreeGLUT 與 CUDA 建構混合式雙向光跡
追蹤架構。整體流程可分為三大部分：光線生成、
Ray Tree 結構建構、與影像合成渲染。其中，光
線生成階段自相機與光源雙向發射光線，以提升間
接光照與焦散模擬的準確度；Ray Tree 結構取代
傳統遞迴追蹤，記錄光線的反射與折射關係，避免
GPU 遞迴；最終在影像合成階段整合各次結果，
生成具真實光照的影像。
2.全息影像部分

本模型採用波動光學建立全息影像流程。先以
振幅與相位描述物光形成複數光場，再與參考光干
涉生成數位全息圖；最後透過菲涅耳或傅立葉方法
重建光場，呈現具深度的全息影像。

傳統的CGH比如點雲方法，需要對整個場景的
點在記錄平面上做計算，速度相對較慢，因此參考
了論文[2]的方法，從自己的ray tracer基礎上
修改，實作了計算場景光場的模型，流程如下：

1. 從Hologram plane的每一pixel發出光
線，取得場景資訊，紀錄相位變化

2.在每個像素對所有Ray sample累加，之後
用Kinoform相位編碼產生數位全息影像圖，再用
傅立葉變換模擬光場傳播。

最後用OpenGL輸出結果，生成記錄場景光場
資訊的全息影像圖。

全息影像/混合式雙向光跡追蹤演算法
(Hologram/Hybrid bi-directional Ray Tracing)
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摘要

• 動機
傳統光線追蹤多僅模擬單向光線傳遞，難以真

實呈現間接光照與焦散等效果；同時，對體積材質
的支援也有限。另一方面，全息影像雖可重現立體
深度與干涉現象，但其模擬仍具技術門檻。本專題
分為兩個獨立方向：「混合式雙向光跡追蹤」與
「全息影像」兩項技術，兩部分分別聚焦於幾何光
學與波動光學，目的在於提升對光學渲染與立體影
像重建的理解。
• 摘要

1. 混合式雙向光跡追蹤部分
本系統以 C 語言實作，結合 OpenGL、

GLAD、FreeGLUT 與 CUDA 進行平行加速。為克
服 GPU 遞迴效能瓶頸，採用「Ray Tree」結構
[1]記錄光線的反射與折射關係，能同時模擬反
射、折射、焦散與間接光照等光學現象，最終在
512×512 圖像中實現約 21 倍加速。

2. 全息影像部分
使用波動光學模型計算干涉與相位分布，以生

成包含深度資訊的數位全息圖，並透過波前重建方
法產生立體全息影像，展示全像重建的可行性。

實驗結果

1. 混合式雙向光跡追蹤部分
• 實驗環境

• 所有圖片皆以50張圖片做平均而得

2. 全息影像部分
• 實驗環境
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結論

在本專題中實作了混合式雙向光跡追蹤與全息
影像生成兩項光線追蹤的應用。

在光跡追蹤部分，採用Ray Tree結構取代傳
統遞迴，使GPU能有效處理多次反射與折射；且能
處理體素和三角片混合場景中的光線效果，並生成
具真實感的渲染結果。

在全息影像部分，將光跡追蹤所得光線資訊延
伸至相位與干涉計算實作結合Ray Tracing與干
涉模型的電腦全息圖生成流程。系統以CUDA平行
化實作光線追蹤，並在全像平面累積複振幅，最後
經相位編碼產生Kinoform CGH。
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